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lnaoduction 

Graph theory is becoming interestingly significant as it is being actively 

appUcd in biochcmisay, nanotec;hnology, electrical engineering, compur.er 

science, and operations research. The powerful combinatorial method found in 

graph theory has also been used to prO'"iC the results of pure mathematics. 

Graph theoretical ideas are extremely utilized by computer discipline 

applications. particularly in research areas of computer discipline such data 

mining. image segmentation, clustering, image capruring, networking etc., For 

example a data structure an be designed in the form of tree which in tum 

utilized vertices and edges. Similarly modelling of network topologies can be 
' 

done using graph concepts. In the same way the most important concept of 

graph colouring is utilized in resource allotment, setting up. Aho, paths. walh 

and circuits in graph theory arc used in wonderful appllations say travelling 

aalesman problem, database design concepts, resource networking. This leads co 

the development of new algorithms and new theorems that can be used in --ttemmdous applications. 

A graph is a pictorial representation of a set of objects where some pairs of objects 

arc connected by links. The intetconnec~d objeca arc represented by points 

~ed as vertices, and the links that connect the vertices arc called edges. A 

graph Is a pair CV,E), where V is a finite set and E is a binary relation on V. V is 

called a vcnex set whose clemcncs are called vertices. 

E is a collection of edges, where an edge is a pair (u,v) with u,v in V. Graphs arc 

one of the prime objects of srudy in discrete mathematics. Ccrcain discrctl! 

_ problems cm be profitably nnalyzed using graph theoretic methods. 
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Abstract: The word probabillty develops the concept of prediction in our mind 

and rt is a certain re.lationship between the expected outcomes divided by total 

outcomes [Countable, Uncountable]. It gives a mathematical numerical 

c.ertainlty for an uncertain condition or situation. Moreover not onJy in 

mathematics, probabilrty is widely used in c2.U other areas related t.o prediction 

like sports, gambling, statics, weather reports, conge.nital disabilities etc. The 

proof of prophe.cy about many situations can be easily seen from the ancient 

time.. We fOCU5ed here on the concept of probability lrke its origin, definition, 

derivatfon of rts formula, uses etc in mathematics. We looked for some previous 

studies, resu,ts, a,pplication on probabUity and research in mathematics to 

support our studies. Lastly, We tried to conclude the final result from all the 

supported material. 

Keywords: Probability, Gambling, Types of probability, Origin of Probability. 

lntroductJon 

ProbabfHty is more lik.e,ly based on prophecy or possibilities for something to 

happen. A.cc.ordlng to Oxford Dictionary defmition 'Probabflity is how likely 

something to happen (countable., uncountably) or in more simP'e w,ords it 

means chance~ of happening.' 
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The roots of probability in history is found from italian mathematician 
G.erolamo Cardano in the 1560s. Cardano's Uber de ludo aleae (Book on Games 
of Chance) is often considered the first work in the direction of study 
mathematical Probability. The major turn in this regard was the year 1654 when 
some dice problems came in contact with french mathematician Blaise Pascal 
and Pierre de Fermat. Before this it was just a fun game of dice to entertain. 
When 16th Century passed many work related to probability came in light and 
the topic attracted the the mathematicians of the world. 
In later studies, probability was also studied with statistics. Probability handles 
the study of chance, and statistics teaches us to handle data using different 
analysis techniques and methods. Probability is defined as the all possible 
outcomes of an event divided by the total number of outcomes whose 
frequency always lies between O and 1. The study of probability opens the 
doo.rs to a certain critical logical thinking towards estimation. This develops 
more scope to organise the uncontrolable situations in many areas. Probability 
now is a part of different dimensions like statistics, mechanics, physics, sports 
strategies etc. 

Objectives of the study 
The main aim for this paper is to intone the origin of probability, types of 
probability, applications of probability and included the major contributions of 
Jacob Bernoulli and Andry Kolmogorov. 

Origin 
Probability is a word derived from Latin form 'probabilis' meaning "something 
likely to be true" is from 1570s. 
The probability concept came in light in 1654 because of an interesting incident 
between a gambler Chevalier de Mere approached the well known French 
philospher and mathematician Blaise 1Pascal and mathematician Pierre de 

-- -- -
30 I www.samagragyan.com 



I 
' 

Fermat 1654 regarding certain dice problem,s. However, it was studied as a 

topic firstly in 16th century when Gerolamo Car-dano, an Italian physician and 

mathematician introduced the first work can it named the Book on Games of 

Chance following some Indian studies said that probability has its roots in the 

Indian history at the time of Mahabharta in the form of 'Pasha'. A game is 

mentioned in Mahabharta that is simflar to the dice game. But at that time it 

was neither a part of Mathematics nor studied as an important topic. 

Definition 

Probability is a kind of prophecy which defined mathematically. To understand 

probability in simple words, it is the method to find the possibility of an event 

to happen out of the total possibilities. Let us try to understand this with an 

example. 

If we flip a coin only for one time for that there are total two possiblities of the 

result that either Head will face up or tail, but only one can occur out of two at 

one time. So here for both the chances are same i.e., 50% each or 1/2 each. 

Probability of Head(H) or Tail(T) = number of possible outcomes/total number 

of outcomes. 

The first classical definition of probability is given by Jacob Bernoulli and Pierre­

Simon Laplace. They stated that the probability of an event is the ratio of the 

number of cases favourable to it, to the number of all cases possible when 

nothing leads us to except that any one of these cases should occur more than 

any other, which renders them, for us, equally possible. 

Another interesting formula to find probability is given by Thomas Bayes in 

1763, which is used to determine the conditional Probability of an event. 

The Bayes Theorem is stated as 

P(A/B) = { P(B/A) P(A) }/ P(B) 

where, the P(A/B) is the probability of occurring of an event A, when it is given 

that event B has occurred same condition is applied on P(B/A). 
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The next name for notable contribution in probabilit;y Is Rus,sian mathematician 

Andry Kolmogorov who sets three axioms for fofmalislng probability. 

Axiom 1: P(E)€R, P(E)>=O, for all E€F; where F Is an event space, P(E) is always 
finite. 

Axiom 2: P(S)=l; where P(S) is the sample space. 

Axiom 3: Any countable sequence of disjoint sets E1,E2, ... , satisfies 

P( U00 i=l Ei) = Sum { P(Ei) I 1=1 to 00 } 

Jaynes & Richard Threlkeld Cox derived set of axioms that worked under every 
true false logic under uncertainty. 

Types of P·robability 

Probability has been studied in many different Conditions and situations, 
inventing mainly 3 types of probability. 

(1) Theoretical probability 

This is the easiest way to expect the possibility of something to happen without 

actually conducting the experiment in reality with the help of the general 

definition of Probability i.e., total number of favourable outcomes divided by 

total number of possible outcomes. Some examples are flipping coin, number 
cubes, spinner etc. 

(2) Experimental probability 

This probability is completely depended on the experiment followed by a series 

of experiments to collect the data for an event occurs which then divided by 

the total number of conducted experiments. Experimental probability 

emphasize on the word "repeat" to exist. Some examples are flipping coin 10 

times, rolling dice repeatedly etc. 

(3) Axiomatic probability 

As the name follows itself for this type of probability is based on rules or axioms 

which are set and applies to all types. Russian mathematician Andrey 
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Kolmogorov sets three axioms of probabHity. some examples are markets price, 

ln~urance companies, designing games from feedback etc. 

Applications of Probablllty 

We all apply probability in our daily real llfe without knowing ft. Many 

happenings are predictable, when the word 'predict' has come to it starts the 

game of chance (Probability). Some common applications are 

1) flipping a coin 

2) choosing a card from the deck of cards 

3) throwing a dice 

4) in gambling 

S) drawing a coloured ball out of a bucket of different coloured balls. 

6) in weather .forecasting 

7) share market chances of the hike in share prices. 

8) in game theory 

9) in sports strategies. 

1.0) in business. 

Literature review 

VE Bening, VY Korolev -- Theory of probability and its applications, 2005. This 

paper deals with the mathematical basis of possibility of using a student 

distribution in problems of descriptive statistics. They show that the student 

distribution with arbitrary "number of degrees of freedom" obtained as the 

limit when the sample size is random. 

Wijaya, Arlyadi, Elmaini, Doorman, Michie/, 2021 A Ll!arning Trajectory for 

Probability: A case of Game Based Learning. This paper aimed to describe a 

learning trajectory for probability thorough game-based learning. They showed 

that the games helped students to understand the concept of probability early. 
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Lokena.th Debnath., Kanadpplya Basu A short history of Probabl/lty theory and 

Its applications 2015 This paper deals with brief history of probability theory 

and its applications to Jacob Bernoulli's. 

Conclusion 
The world started to notice the concept of probability as a topic to study and 

research mainly after it discovered that there were many logic and pattern in 

some dice problems to formulate. Researchers found that not only there was 

one type of probability but more others like conditional, axiomatic, therotical, 

experimental etc. Some important contribution by mathematicians like Bayes 

Jacob Bernoulli, Laplace, Cox and Jayne is commendable. These formula would 

help us in many business risks, share market risks, sports strategies, Game 

theory etc. 
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